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Abstract: For the sake of distributed modelling, water catchments are subdivided into a set of subareas whose number is
theoretically unbounded. To cope with such a computational challenge — 100 10 100,000 subareas are usual — the subareas
which are to be calculated separately could be distributed among several processors respectively network computers. By
the means of graph theory and the analysis of ‘“typical’ routing systerns, the present paper develops an heuristic algorithm
to partition the set of subareas into subsets each of them assigned to a particular processor such that the computational
load of the processors is balanced and the need for inter-process-communication is minimal,

LINTRODUCTION: WATER CATCH-
MENTS, PARALLEL PROCESSING AND
GRAPH THEQRY

Modeliing and simulation in Hydrology supports the en-
vironmental planning process in a wide range of applica-
tion. In regional water catchment management the refi-
able prediction of water resource budget based on an in-
tegrated system analysis and their modelling results
drives management decisions for landscape composition.
The simuiation of hydrological processes deals with
prognostic analysis of ‘what-if" scenarios for delineation
of reproducible criteria for evaluation of efficient re-
source management.

A milestone in development of river catchment model-
ling was the Stanford Watershed Model [CRAWFORD et
al., 1966]. Since this time the computing environment has
changed rapidiy, the resolvable problem complexity in
terms of high granular definition and usage of data re-
spectively processes within a catchment (depending on
the spatial and time scale) could be increased due to
modern techniques in high performance computing. This
growth was crucial to the genesis of simulation in general
[L.AU, 1906; SINGH, 199s]. Beside the application of cost
intensive architectures (massive parallel systems) the
standardisation of software libraries and languages and
environments such as DCE, PVM, MPI, Fortran 90 or
HPF offers wide suitable platforms also for hydrological
problem solution.

Using JAVAT™ architecture for hydrological simulation
a methodical (object-oriented Threads classes) and tech-
nical {transparent heterogencous Internet migration) im-
pact o the solution of large application could be attained,

For the sake of distributed hydrological modelling a
water catchment is classified or subdivided by various
criteria. This yields a patchwork of subareas with several
classification specific and individual properties. The ap-
proach of distributed modelling takes this individuality
into account and models the whole catchment by model-
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ling and computing the subareas one by one.

Although the subareas are calculated separately they
are related to each other by the water flowing through the
catchment. On the patchwork of areas a network of rout-
ing channels is defined, which determines how the water
(groundwater, interflow and surface) runs through the
catchment. By this way one can examine source, amount,
portion and chemical composition of the water flowing
through the areas. This hydro-dynamical routing network
fixes the order of computation by defining the sources
from where each area requires its input that is to calculate
before the area itself can be computed (fig 1).

Figure 1: Routing graph of a simple catchment'

Pepending on the degree of the classification (that
means the aumber of independent criterta) and the exient
of the catchment the number of different subareas is theo-
retically unbounded. However 100 to 100,000 subareas are
usual in practice and can be computationally managed
with a reasonable amount of time. Nevertheless 1,000,000
and more arsas may be possible in some cases.

One way (o cope with such a computational challenge
18 to ‘divide and conquer’: by distributing the areas of a
catchment onto several processors respectively local
computers one can reduce the amount of time to compute
the whele routing network rapidly. Teday this idea is easy
to realise for there are more and more multi-processor-

' The Data visualized in the given figures originated from the
catchment considered in [STAUDENRAUSCH, 1997].




machines available on the desktop market and thanks to

the recently invented programming language JAVAT™

which allows platform-independent parallel-processing in
heterogeneous networks,

Due to the various inter-connections between the areas
dividing is not a straight-forward-solvable problem. An
efficient partitioning of catchment areas requires i} that
the areas are evenly distributed among the processors de-
pending on the power of the processors and the area's
internal computational complexity, and ii) that there are
as few as possible hydro-dynamical dependencies be-
tween areas assigned to distinct processors to keep down
the need of inter-process communication (data exchange
between areas).

By abstracting from the coniext a catchment and its
routing network is regarded in terms of graph theory: ar-
eas are represented by nodes and the relation of drainage
from one area to another is reflected by an edge between
the corresponding nodes; the whole network is a directed
acyclic graph. By this way the given problem of finding
sets of areas is transformed into the task to find a set of
disjoint subgraphs such that all of the subgraphs coatain
almost the same number of nodes and the number of
edges connecting two different subgraphs is minimal.

Although a systematic solution of this assignment-
problem wouid be possible, it is impossible in practice,
The so called graph-partitioning-problem is known to be
NP-complete. That means that its computational com-
plexity increases exponentially with the number of subar-
eas. Thus the typical topographic structure of water
catchments is to be analysed and considered while devel-
oping a reasonable heuristic to find a good partition of a
given catchment.

The present paper

1. formulates the problem in a general and mathematical
(graph theoretical}) way and develops guidelines to
evaluate the quality of a given graph partitioning,

2. analyses and classifies the structure of water catch-
ments in the terminology of graph theory,

3. invents an algorithm, which calculates the required
partitioning in a reasonable amount of time and with a
sufficient optimised result, and

4. estimates this algorithm with respect to its software-
technical advantages and disadvantages and the quality
of its results,

Z. GRAPH THEORY DEFINITIONS

A directed graph G = (N, E) consists of a set N of nodes
and a binary relation E = N x N of edges between these
nodes. For (x, y} € B the node x is called the immediate
predecessor of y, and vy is called the immediate successor
of x. A source 18 a node without any predecessor, a sink is
a node without any successor.

Adirected graph G = (N, E') is called a subgraph of G
if and only if N'c N and B’ ¢ E. For N' ¢ N the restric-
tion of G onto N' is the subgraph (N', E ~ (N x N'}): this
is that graph G' which consists of the subset N' of nodes
from G and all those edges from G which connect the
nodes of N'; the restriction is denoted by G| N'.

For ne N a path of length n is a finite sequence of
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connected edges: {(x. y) € Bi: 1 i< n] with v, = %y for
all 1 <1< a; such a path is denoted by p= (X1, ..., Xq, o).
The node x; and y, are called start respectively end node
of the path. The set of all paths of a graph G is symboi-
ised by Pg. A path p=(xy, ..., x,) is said to be cyelic if
and oaly if there are 1 £1<k < n such that x; = x;; a cy-
clic path contains a subpath with identical start and end
node. A directed graph G is called a direcred acyclic
graph (DAG) if and only if Py doesn’t contain any cyclic
path.

Let G=(N, E) be a directed graph and extend E by its
inverse relation E™' to form an Graph G'=(N, E U E™):
G is called connected if and only if for any pair of differ-
ent nodes x, y € N there is a path p € Pg which connects
both of these nodes, thatisp=(x, ..., y).

A directed graph G ={N, E) which contains exactly
one sink s and where for each x # s there is exactly one
path p € Pg with p=(x, ..., s) is called a tree. The sink
may be cailed a root, and sources may be called leafs.
Trees are acyclic and connected.

Let G=(N, E) be 2a DAG: For each x ¢ N the back-
ward closure of x in G, denoted by Bg(x), is defined as
the set of all nodes y € N with x =y or for which a path
pePs with p={y, ..., x) exists. This is the set of all
nodes from which x can be reached.

Let [Nij:1£i€n}, nelN, be a partitioning of the
node set of a DAG G=(N,E) - thus NN, =& for
izkand N=UJ[N,| 1 i <n] apartitioning of G is the
sequence [G | N;}: 1 <i<n} of subgraphs restricted onto
the sets Nj, 1 <i<n. Each edge (x,y) e E with x e N;,
y € Ny and i # k is called a cur. It is not possible to parti-
tion a connected DAG into more than one independent
subgraphs without any cut.

3. WATER CATCHMENTS AS DIRECTED
ACYCLIC GRAPHS

For the sake of modelling water caichments are subdi-
vided or classified by vartous hydrological or topological
criteria. This yields a patchwork of adjacent subareas on
the one hand and a set of classes well-defined by the
applied criteria on the other hand, Each class determines
a certain class characteristic behaviour of the subareas
belonging to it. However the subareas of a class differ not
only by location but are distinguished too by several non-
classifying criteria defined by parameters.

To cope with this heterogeneous arrangement of areas
the calculation of subareas one by one might be more ap-
propriated than the generalised modelling based on
classes. This distnibuted modelling requires the definition
of data exchange — that is groundwater flow, interflow,
and surface flow - between the subareas according to
their topological properties like elevation, exposition, and
slope: on the patchwork of areas a network of routing
channels is specified, which determines how the water
rung through the catchment {STAUDENRAUSCH, 1997].
By this way one can examine source, amount, portion and
chemical composition of the water flowing through the
argas. The hydro-dynamical routing network fixes the or-
der of computation by defining the sources from where
each areca requires its input that is to calcuiate before the



area itseif can be computed.

Relating this computational model to graph theory as
outlined above, subareas correspond to nodes while rout-
ing channels between two adjacent areas are represented
by edges between the nodes in question where the source
of a flow is the predecessor of its succeeding destination.
A source node refers to an area where water flow is in-
duced and a sink to an outlet of the water catchment. A
sub-catchment is represented by the restriction of the
whole graph onto the set of nodes corresponding to the
areas belonging to it. Paths stand for water flow through a
series of subareas. A backward closure of & node may be
interpreted as the set of all areas from where the area re-
ferred by that node gets its input that is those areas it de-
pends on.

Supposing a well-defined routing network, it is reason-
able to assume that the corresponding graph - directed by
definition - is not only acyclic but connected too. Re-
gardless of some exception, it is also obvious that such
graphs tend to match the definition of irees: compared to
confluences, channel branches are rather seldom.

To partition the graph means to coarsen the original
subdivision of the catchment into non-overlapping and
not necessary coherent areas covering the whole catch-
ment. Bach of these areas is represented by an particular
partition and consists of those subareas whose corre-
sponding nodes are assigned to its partition. A cut repre-
sents water flow between such areas.

4. GRAPH PARTITIONING:
THE PROBLEM AND ITS COMPLEXITY

A directed acyclic graph is well defined by a set N of
nodes and a function s: N+ P(N) which assigns to each
node the set of its immediate successors. By this function
a dual function p: N+ P(N), n e s(m) < me p(n) for
m, n & N, returning the set of a node’s predecessors is
uniquely determined. It is assumed that N is a finite set.

Moreover one may want to apply an additional func-
tion ¢ N —» N defining the internal complexity of the
computation of a particular node: the higher the integer
assigned to a node the higher the computational com-
plexity of the corresponding area. The value cy(n) is said
to be the cost of a node n e N. The cosis of a set of nodes
witl be calculated by summing up the costs of all nodes
belonging to that set; by this way the costs function is ex-
tended: o PIN) — N,

The number of partitions is given by ke IN. It is as-
sumed that k is less than or equal to the number of N. If
the graph will be partitioned for the sake of distributing
its nodes among several heterogeneous processors k re-
flects the mumber of processors. In this case a further
function ¢, P s N which defines the computational
power of each processor may be used: the higher the c,-
value of a processor the higher its computational power.

In general it might be necessary to define a function
which weights the edges between nodes. In the special
case of water catchment simulations where edges reflect
the water flow between subareas it is reasonable to avoid
this additional complexity: the connection of two nodes
just stands for the transfer of data; compared to the inter-

nal calculations a quite simple operation which is more-
over homogeneously complex within the whole network
of nodes.

From the given data the following can be computed:
the set of paths from a node to a sink or to a source, the
length of a particular path as well as the mean, maximal
and minimal length of paths to a sink or to a source, the
costs of a subgraph by summing up the costs of the nodes
it contains, and the tofal costs of calculation of a node as
the costs of its backward closure.

While partitioning the graph two constraints are to be
matched:

€1 The computational load of the partitions should be
balanced by taking into account the costs of the nodes be-
ing assigned to a particular partition and the computa-
tional power of the partition’s processor.

C2. The number of cuts, that is the number of edges be-
tween different partitions, should be balanced too and as
fimited as possible to minimise the need for inter-process-
commugication,
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Due o iis combinatorial nature the problem of parti-
tioning a graph as described above is known to be NP-
complete [GAREY et al., 1976], that is, the number of the
set of its systematic solutions is growing exponentially
with the linear increase of the number of nodes. In the
most simple case where all nodes have the same com-
plexity and all processors the same computational power
there are about 1077, 109, 10%, 10®™ respectively 1073
possibilities to partition 1,000 nodes into 3, 4, §, 10 re-
spectively 100 clusters while the same partitionings ap-
plied on 10,000 nodes vield 107, 10%, 10™7, 1057 re-
spectively 107" solutions. Trying to solve the problem
systematically means not only to generate ail of these
solutions but to estimate and compare their guality too.

In the current model of computation it is impossible to
solve such complex problems systematically. That's why
imperfect algorithms are preferred which depend signifi-
cantly on the topology of the graphs in questions and pro-
vide sufficient optimal solutions in a reasonable amount
of time [ABBAS, 1995; HENDRICKSON et al.,, 1995a/b;
HUANG et al,, 1996; KERNIGHAN et al.,, 1970; V. LA-
SZEWSK], 1993). If additional knowledge of the structure
of a graph or a class of graphs is given it can be em-
ployed to formulate an appropriate and sufficient opti-
mized, as well as fast, algorithm,

5. GRAPH THEORETICAL CHARACTER.-
ISTICS OF WATER CATCHMENTS

Water catchments are underlied by natural channel sys-
tem which usually consists of a main stream flowing into
the outlet and several secondary affluents. In general this
system is not as much branched as the catchment is sub-
divided: usually there are more areas than channels due to
the fact that one criterion for distinguishing subareas is
often an existing watershed and that there may be areas
located above natural water sources without any canal-
ised stream flowing through them.




Although the topographic structure of the channed sys-
tem ts not necessarily a criterion for the classification re-
spectively subdivision of a catchment, it functions as a
basic frame work or a kind of skeleton of the correspond-
ing routing graph because the graph topological structure
reflects the relation of water flow between subareas.
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Figure 2: Properties of a carchment with 193 subareas

Depending on the regarded scale slope and exposition
of those subareas through which the main siream and its
tributaries flow don’t change significantly. Thus each of
these channels will be assigned to one or only few nodes
which are connected to each other. Because the regional
extent of such areas is quite large and lots of areas drain
into them the corresponding nodes possess relatively
many predecessors. All the other subareas are locally re-
siricted and the ameunt of neighbours they have is lim-
ited: the relation of drainage from or to other areas is
easy to survey and more linear than branching. That's
why nodes near the outlet of the routing graph own a
over-proportional amount of predecessors while remote
nodes are arranged in more linear chains (fig. 1).

This theoretical consideration may be justified by ex-
amining a number of properties which can be measured
in the corresponding graph: for a given node n assigned
to an area s the aumber of predecessors stands for the
number of areas draining into s, the backward volume for
the number of the backward closure of n, that is the total
number of areas draining into s, and the backward width

which have the same distance to the outlet decreases
drastically behind the first three or four routing sections.

6. HEURISTICS AND ALGORITHMS

Especially the backward volume may be taken into ac-
count while developing an appropriate heuristic algo-
rithm. For the sake of universality it may be replaced by
the total cost of a node, supposing the complexity of cal-
culations is evenly distributed among the graph. As ex-
plained above, routing graphs of water catchments are
distinguished by usually consisting of many relatively
slim and small subtrees all of them linked near the root of
the whole graph.

Because the number of partitions is usually signifi-
cantly lower than the number of the node set, the number
of nodes assigned to a particufar partition is rather high:
thus each partition will consist of a bunch of those small
subtrees which are linked to the root. The following al-
gorithm copes with that conditions:

Precondition: let U be the set of all nodes which are not
assigned (o any partition, set it initially to the whole DAG
G =(N,E); let py, ..., p, be the set of initially empty but
consecutively filled up partitions; normalise cp by mult-
plying with cu(N) / 2{cp{p) | 1 <1 € a}.

As long as U # (J continue:

1. Choose a partitfion p; with greatest free capacity k
where k; = colpi} - en{pi).

2. Look for a node ne U with ]ki —cn(Be(n) nU)i <e,
with a threshold € 2 0; if found go on with 4.

3. not found: choose a node n with [k - cn{Bg(n) » U}
minimal, distinguish 1.1 where ¢y{Bg{n) nU) <k or 3.2
where k; < cny(Bg(n) v U) is allowed.

4. Add Bg(n) m U to py, set U to U \ Bgla).
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Figure 3. Properiies of a carchment with 27121 subareas

for the number of sources from where water flowing
through s is initially originated. As both of the figures 2
and 3 — illustrating the properties of the same catchment
clagsified into 193 subareas by hydrological and into 2711
subareas by mere topographic criteria — show the mean of
the number of predecessors, the backward volume and
the backward width calculated over the set of nodes
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The normalisation of cp is needed for the applied arith-
metic operations to make sense: it garantees the overall
equation 2{ce(pi) 1 | S1<n}=cu{N). The partition cho-
sen in step 1 provides a free maximum capacity {0 ensure
that the cluster of nodes to be assigned to it is as big as
possible. The value c{Bgln) nU) stands for the total
costs of a node regardless of those nodes which are al-
ready assigned to a partition: it reflects the computational
costs still to be distributed. Step 2 looks up for a node
which fits best into the free gap. If such a node doesn’t
exists step 3.1 chooses a node whose total costs is as high
as possible but doesn't exceed the capacity of the parti-
tion; while step 1.1 allows capacity exceed. In step 4 all
the nodes of the backward closure of the node chosen
which are not already assigned are added to the partition
in question and taken off the set of unassigned nodes.

The basic algorithm as it is sketched above has linear
complexity: in the worst case the loop is to be performed
for each node. The main disadvantages are the closure
operation and the set intersection which can raise the
complexity up to a * #N + ¢ for fixed numbers a, b, and
c: thus the overall time complexity of the algorithm is
polynomial.

If the topology of the routing graph which is to be




partitioned is ‘reasonable’ in that sense that it is almost
like a tree confirming to the above stated structure the
version 3.1 garantecs that the costs of the partitions are
balanced according to the constraint C1 while version 3.2
which allows that the partitioning costs may be exceeded
is more suitable if constraint Ca is preferred because it
permits bigger node clusters (fig. 4).
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Figure 4: Partition sizes and percental portion of cuts
depending on the algorithm alternatives 3.1 and 3.1 for the
partitioning of 193 subareas into 3 partitions

7. OPTIMISATIOM AND EVALUATION

The algorithm as given above is a first approximation
which provides a reasonable ‘optimal’ result if the re-
garded graph has a shape ‘typical’ for routing networks
and the number of nodes is significantly higher than the
number of partitions. Under these circumstances it is usu-~
aily impossible to improve the result further on. Other-
wise additional optimisations may be necessary: for ex-
ample selective permutations of pairs of nodes belonging
to different partitions, selective reassignments by path
tracing to minimise the number of cuts on a certain path
etc.

To evaluate a given partition the following criteria may
be considered:

1. The constraints Ct and Cz should be satisfied.

2. The costs of inter-process-communication — the costs
of cuts — should be minimal and balanced according to
the given hardware.

1. The ratio of client to server connections, that are the
cuts where a partition is on the successor respectively
predecessor side, should be as minimal as possible per
partition.

Depending on the weights one ascribes to these criteria
the initial partitioning generated by the given algorithm
and further refinements can be compared to each other to
find the best solution suited for the regarded problem.
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